Example 54.3
If 4 = E(Y) is the paramcter being estimated, then the sample mean 7o (1/n)
Y Y is always an unbiased estimator. This 1s an immediate Consequence 0
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the distributive property of expected values:
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Example 5.4.4
The statistic

(Y, — w?

S |-
M=

i=1

is an unbiased estlmator for 6® (see Question 5.4.10). In many cases, though
we must estimate o® without knowing u. The statistic often used in that
situation is the sample variance S?, where
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Dividing the sum of the squared deviations by n — 1 (rather than n) is necess-
ary to make S? unbiased. We can write
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But
E(Y}) = % + p?
and
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E(Y?) = o + u? (why?)
Therefore,
E[Z (Y — 7)’] = (no® + nu?) — o> — ny? = (n — 1)o*
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